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3X}2l Deformable Hand Template Model 7 &
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Big Picture: Template Model 7|8 M| 44 7|=

Phase 1

Template
Model 7H'%

Hand Template
Model

Point cloud

Triangle mesh

Joint CoRs

Skeleton & link

Landmarks

Body segments

Deformation
characteristics

4

Phase 2 Phase 3
Digital Human Modeling 7| = 7% ZH 24
(Registration, Deformation, Posture Change) 7= 7R
N\ : f( N
Template ! Posture Pressure
Registration : Change Estimation
I
Rough initial I Skinning FEM £
registration :
i Deformation
|
Scale adjustment I Pose control
\_ J
) 2 - ——
i Feature Parametric
Pose adjustment : Extraction Design
L 2 ||| K% xE S N
Fine fitting : Hi_%ﬁe* 74|o
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Big Picture: Registration 7| = 7l'&

Initial Scale Posture Non-rigid
Input data adjustment alignment registration
Landmark Size Posture
3D scan data coordination estimation estimation
(target) (Manual (Scale parameter (Joint angle
landmarking) calculation) estimation)
Scale model FEBIT Fine
Template Landmark ; articulation registration
model (Defined on trgﬁi?g.g::;i) ‘ (Apply skinning ‘ (Apply Non-rigid
template) method to temp.) registration)
S ti s Registration
uppo.r Ing detection of Machine learning & Deformation technique. teghn' o
technique landmark (Deep learning, CC algorithm, Implicit skinning) lque.

(CNN algorithm)

(Non-rigid ICP)

Source: Allen et al., 2003; Anguelov et al., 2005; Pishchulin et al., 2017
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Template Model =& X A}; BitH

A} site: www.scopus.com

Mo
r0|'

D_L

M= title, abstract, keyword

a
Q £
O 844 20k keyword

> && Keyword: 3D scan, 3D Human, Body scanning, 3D human body, 3D hand

> Template model £t8: Meshed human model, mesh animation, template model, body

segment, skeleton estimation, linear blend skinning, skinning mesh

A\

M A g B Title-abs-key((S S Keyword) AND (M2 0F Keyword))
> AM A TITLE-ABS-KEY(("3D scan" or "3D Human" or "Body scanning" or "3D human
body" or "3D body scan® or “3D hand”) and ("meshed human model" or "mesh animation”

or "template model" or template or "skeleton animation" or "linear blend skinning" or

"skinning mesh" or skinning))

EREERE 10 ) Tethnoiogy Lab |



http://www.scopus.com/

Template Model =2 ZAl: A1}

Title-abs-keyS O|-35}0] 74 A4

_I‘C_>|_Il_|.|=|o|;§ 7—IAH x-" '6,;, 5 7_|
(Oll: computer graphics, ergonomics) —

S1. Keywords =2 &2t journal paper &4

S2. Title screening= &% 1A M H : 36 A

&
S3. Abstract screening= =9+ 2X M H 33 A
S4. BT W2t 25 review (4t =2 Mg 1T 13 2
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Author(s)

Template Model =&

From Deformations to Parts: Motion-based Segmentation of 3D

Institute

i Ab
1 2012 |Ghosh et al. Objects Max Planck Institute (MPI) Al
2 2014 |Loper et al. MoSh: Motion and Shape Capture from Sparse Markers Max Planck Institute (MPI) A
3 2014 | Tsoil Modeling the Huma-n Body in 3D: Data Registration and Human Max Planck Institute (MPI) At
Shape Representation
. Shape- and Pose-Invariant Correspondences using Probabilistic . Al
4 2011 |Tsoil and Black Geodesic Surface Embedding Max Planck Institute (MPI) Al
5 2014 | Tsoil et al. Model-based Anthroppmetry: Predicting Measurements from 3D Max Planck Institute (MPI) A
Human Scans in Multiple Poses
, : , . . Interactive Geometry Lab, A
6 2014 |Jacobson et al. Bounded Biharmonic Weights for Real-Time Deformation ETH IGL, Switzerland A
. . o Interactive Geometry Lab, A
7 2004 |O. Sorkine et al. Laplacian Surface Editing ETH IGL, Switzerland A
8 - K. Takayama et al Sketch-Based Generation and Editing of Quad Meshes IR EERuCL LEle) At
' ' ETH IGL, Switzerland °
9 2014 |Jacobson et al. Bounded Biharmonic Weights for Real-Time Deformation IBV, Spain Ab
10 2015 |Reed et al. Statistical Prediction of Body Landmark Locations on Surface Scans |UMTRI, US Ab
Embodied Hands: Modeling and Capturing Hands and Bodies ACM Transactions on Ab
1| 2017 |Romero etal Together Graphic / MPI - PS =
Animatable Human Body Model Reconstruction from 3D Scan Data |MIRA Lab, University of ~
12 2004 |Moccozet et al. . . =
using Templates Geneva, Switzerland
13 | 2011 |Yehetal. Template-Based 3D Model Fitting Using Dual-Domain Relaxation | hatonal Cheng-Kung =

University

12

sy Ergonomic Design
Technology Lab




Human Body Template Model (HBTM)

O Template model2 & 12t human surface mesh model2| = Al
O Bone(CoR ZE2}), skin, landmark S22 7+ MHE|H 2t @AH EM HE ot

Q Skin A bone trianglel| S| 2 T4 El polygon mesh (vertex, node Z2)

Polygon mesh 7+’d 84 Human surface mesh model 0f

Point-cloud vertex

Triangular or
tetragonal vertices

.

Polygon mesh
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Template Model +/d 824 : Surface Mesh

O &7 $=9| vertex & node: 3D registration

2
Q 1A 7|Z=H (landmark): X QI QM| X[

High-resolution HBTM Low-resolution HBTM Landmark Of| A]
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Template Model 4 2824 : Skeleton & Joint

O Skeleton H joint center: 21X &4 3 XtAM|ZE 023t skeleton link ‘S

IBV, Spain EDT Lab (POSTECH)

H &
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{5, =2z T
L5 Se ez 15 O tmmemn




Template Model /8 22 : Body Segment

ogt
m
0X
I_

i

0 Body segmentation: XHAfl B A| MK £ & H

Segmentation of body parts Segmentation of body parts Segmentation of body parts
(# segment = 16) (# segment = 19) (# segment = 15)
! [ Template: 7™
IBV, Spain Perceiving Systems Lab, Germany EDT Lab (POSTECH)
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Hand Model =& List

Author(s) Source / Institute
1 2014 |Endo etal. Dha|ba: Development of Virtual Ergonomics Assessment System AIST (Japan) A
with Human Models
Embodied Hands: Modeling and Capturing Hands and Bodies ACM Transactions on A
2 | 2017 |Romeroetal Together Graphic / MPI — PS <
3 2011 | Buczekl et al. Kinematic perform_ance ofa six deg_ree-of—fre_edom hand model Journal of Biomechanics A
(6DHand) for use in occupational biomechanics
. - Full DOF tracking of a hand interacting with an object by modeling International conference on —~
g AU | Olememiels el el occlusions and physical constraints Computer Vision (ICCV) <
5 2013 | Sridhar et al Interactive Markerless Articulated Hand Motion Tracking using RGB | International conference on ~
’ and Depth Data Computer Vision (ICCV) <
6 2016 |Tkach et al. Sphere-meshes for real-time hand modeling and tracking. a= T;;;ﬁgéons on =
7 | 2014 |Schmidtetal. DART: Dense Articulated Real-Time Tracking I REPOIE: SELhEE =
Systems
8 2016 |Tzionas et al Capturing Hands in Action using Discriminative Salient Points International Journal of —
' and Physics Simulation Computer Vision (IJCV) <
In IEEE Conference on
9 2015 |Khamis et al. Learning an Efficient Model of Hand Shape Variation from Depth Computer VISIOI"I' gnd =
Images Pattern Recognition
(CVPR)
10 2015 |Oberweger et al. Training a Feedback Loop for Hand Pose Estimation el Gl e en =

Computer Vision (ICCV)

17
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Dhaiba Hand Model: AIST (Endo et al., 2014)

3 3D scan %! motion marker datag O|&75}0{ deformable, reposable &2 4

O Grasp comfortabilityOll 7|23t optimal grip =& 28 M8 3 HEH 24

Fig. 7: Reconstructed postures of the Dhaiba models

Fig. 4: Reconstruction of individual hand models from . (@) . (b) . from .marke.r t"aJ?CtO"fes ?btamed from the H‘wtwn
: dhsuds S ed Mivata 2011 Fig. 2: Postures of the Dhaiba models. (a) DhaibaBody capture. White points show the measured markers and
scanned hand images (reprinted from (Miyata 2011)). and (b) DhaibaHand. orange points show the feature points on the skin

surface model.

Fig. 5: Reconstruction of individual hand models from

marker trajectories obtained from the motion capture  Fig. 11: Contact region for the grasp posture. Red Fig. 8 Results of the posture reconstruction by the

(reprinted from (Endo 2014-1)). points show the contact points. simulation using the spring and damper models. Upper
left and wupper middle figure show the posture
e, FEEIgsla reconstruction process. The product models are
[} gradually magnified in the simulation so as to avoid the
) eiAeizsis) 18

collision in the early stage of the simulation.




6 DoF Hand Model: Buczek et al., 2011

0 Hand model 7HY Al &= segmentE 7| E=2 £ (1) flexion/extension, (2) ulnar/radial
deviation, (3) pronation/supination, (4) radial, (5) palmar, (6) proximal translation 21

B C

________

Flexion Extension

.

Radial Deviation Ulnar Deviation Pronation Supination

Defining axes rp: local position vector

l C radial
A B /ﬂAB ajmar
Anatomical PP A . 7N pﬁ,LI/ Defining LRF : 3 o
‘_ H dial
landmarks o 0.8 @ W AN center of mass L7y pamar 4 Result in
” X . ' spuriously large
o m magnitudes
ol
proximal segment  9istal segment m
Hand (aggregate of metacarpals) Proximal Phalanges
During the calibration During dynamic activities
Metacarpals A
Ergonomic Design
Technology Lab
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Embodied Hand Model: MPI (Romero et al., 2017)

O CHADE &= KpA| & & @42 o550 B2 E22| scan datall &= =2 H=te 3
59 2 target scan data0f| "H & &|+= hand template model 3 QIH|E A 7|& 7t

Q 7|E d4l EE 7|=(Loper et al., 2015)0]| =2| EH=2 &4 S M &SI MLl &
=2 2 Mg = Jqe AN 7= A et

Hand posture & shape learning High quality hand template registration 0f|

QTN 2298 LT 4 AN N/N'¥ W
121127434 -\ 24 1 %
(I eB@F =¥~ L e
A T4 44 448) 41ld g Q
,J)\J

Fig. 5. Hand capture prof I. Each of the 31 subjects performed most of the 51 hand poses shown here. Images her: shown from multiple subjec

%RM%\%\%M@% }‘3

/ \,, /] (\ / f\ / r‘\ /‘ / \
//77 /'1\ TN /ﬁ 7
U i v
Fig. 7. Examples of the captured “flat-hand” pose for subjects. The top row shows some of the captured scans, while the bottom row shows the
carrespanding mesh alignments with pink color.
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Hand Template Model (HTM) 712 & X}

Hand mesh (medium size) 5

A

y

Mesh editing & vertex reduction

A

y

Joint CoR (Center of Rotation) 74

A

y

Link 443 9 bone structure &

A

y

Weight calculation

\

y

Landmark 4¢!

\

y

Mesh separation (segmentation)

21

Size Korea 2010 =21 Z 0| 7| & medium size
male0| S &5l £ scan A 242
Vertex reduction: target vertex 15,000 ~ 20,000

| =& mesh reduction =

Ml H(Lim, 2018) Z1tE 0| 8510 CoR =&
(Delonge Kasa Method &-&, fixed CoR = &)
Link model ‘4 X hand bone &

Weight: hand mesh & 2| vertex2| & iX 0 ZQ T
CoRERH HE|F 7|EI2 2 A LHE
Blender S/IWE O| &30 A4t

#£5: 597 landmark
ZHIEF 167l landmark

1671 hand region segmentation
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HTM 742 Surface Model
0 g

o

T 37|(50"%ile)2| 3D hand scan= 7t5 3t hand template 7H'4

Original CT-Scan (Medium size)

Hand Template

Vertex: 521,495
Face: 1,039,164

Vertex: 19,755
Face: 39,408

edited

* Hole filling

- amss
. Smoothlng “{}iﬁ("éﬁk
* Symmetrizing ) y ;

)
WAN
k S (%\ S

é"’t Wik
N 7 ﬂ"r’\
A _
TSRS
»s:&“»lf‘\\ =]
NPT %‘(}hﬂ"v‘ﬂl’
W '#hbf.nkg.‘ L
‘\' Sy %
Spray’

_ FghB it

Yy UEHEESE

22
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HTM 72 Joint Center of Rotation

0 W3t body & hand joint CoR & 2|(fixed & instantaneous joint CoR)

0 Simplified body & hand link model M 2| 7t&

Accurate hand joint CoR Hand joint CoR H& 0f

©  Marker coordinate Medium Male (S02)
@ Center of rotation by DIP marker 7-axis Unit: mm

— Fitted circle by DIP marker

10 | Global origin
(MCP)
(0,0, 0)

Y-axis

oy U3tz
oY welzezsm 23

ce: 108,979 E':ﬂ"




HTM 72 Joint Center of Rotation =% 2 (Lim et al. 2018)

O Delong-Kasa & & -&: landmark trajectoryES 0|85} fixed joint CoR &&
O CoR estimation steps
= S1. 107}X]| natural grasping XtA|2| bone surface data®lA] &< X| & 2| landmark A7

= S2. bone surface & 2| landmark trajectory0i| least square error= Z|2-2}5t= circle fitting
2! center of rotation =&

Least square error criterion:

BT Min z(Ri — R)?
y =1
.
g * Where R;= (x; — A)? + (y; — B)?

. TrajeCtory of (x;, y;) = Marker locations

Estimated
Fixed CoR T Sl landmark (4, B) = Calculated joint CoR
k R = Radius of the fitted circle over the trajectory
of marker motion

sagittal view Landmark

KASA. (1976). A Circle Fitting Procedure and Its Error Analysis. IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, 8-14.

sy Ergonomic Design
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Hand Joint CoR &% Z 1}

HTM 7|2 Joint CoR & 9! Link Model A4

Coordinates

Digits Joint
Y Y

Tip -4.15 -6.1 -98.16
DIP -1.85 -9.36 -76.81

Digit 2
PIP 0.45 -13.83 -52.38
MCP 0.67 -29.17 -10.23
Tip -23.77 -4.15 -105.64
DIP -22.06 -9.28 -82.88

Digit 3
PIP -20.78 -16.39 -55.17
MCP -19.68 -25.48 -6.63
Tip -43.83 -4.55 -93.14
DIP -42.38 -8.59 -70.29

Digit 4
PIP -40.14 -12.9 -43.96
MCP -35.41 -18.21 0.8
Tip -68.04 -2.59 -65.44
DIP -65.42 -6.25 -44.81

Digit 5
PIP -60.51 -10.26 -26.71
MCP -52.06 -12.32 8.34
Tip 31.47 -6.79 -41.49
IP 31.65 -11.61 -16.29

Digit 1
MCP 29.43 -12.17 17.01
CMC 12.24 -16.7 48.18
-20.47 -17.32 70.64

R R

CoR 7| %2} hand link ‘4d (digits 1~5)

Vertex: 19,755
Face: 39,408

BB R BN R e B N R

- Technology Lab




HTM 7H'&: Weight Calculation

0O Hand joint center | X| 0| [}2 surface vertex2| weight (range; 0 ~ 1) At
3 BlenderE O| &350 weight G4t B! CSV format2 £ =8 7ts

1. Blender interface

»
w_ A
,\ﬂ(

555 8555 85 85 05 85

2. CoR coordinate input
\:.:: e O Rl

e 7 e
3. Weight calculation com

L D3 l’om ct Mode ¥ % el

o
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
7

7

X¥Z Euler
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HTM 7 &: Hand Landmark (1/3)

A 580 &= &5/EHH

757 hand landmark

ad of the
metacarpal

base

27

22|09 =8 landmark 757 M8

No. Name No. Name
1 | The tip of digit 1 21 | Digit 2 distal interphalangeal joint - radial
2 | Digit 1 interphalangeal joint 22 | Digit 2 distal interphalangeal joint - ulnar
3 |Head of the first metacarpal 23 | Digit 2 proximal interphalangeal joint — radial
4 | The base of digit 1 24 | Digit 2 proximal interphalangeal joint - ulnar
5 | The tip of digit 2 25 | Digit 3 distal interphalangeal joint — radial
6 | Digit 2 mid-point of third crease 26 | Digit 3 distal interphalangeal joint — ulnar
7 | Digit 2 mid-point of second crease | 27 | Digit 3 proximal interphalangeal joint — radial
8 | Digit 2 mid-point of first crease 28 | Digit 3 proximal interphalangeal joint — ulnar
9 | The tip of digit 3 29 |Digit 4 distal interphalangeal joint — radial
10 | Digit 3 mid-point of third crease 30 |Digit 4 distal interphalangeal joint — ulnar
11 | Digit 3 mid-point of second crease | 31 | Digit 4 proximal interphalangeal joint — radial
12 | Digit 3 mid-point of first crease 32 | Digit 4 proximal interphalangeal joint — ulnar
13 | The tip of digit 4 33 | Digit 5 distal interphalangeal joint — radial
14 | Digit 4 mid-point of third crease 34 | Digit 5 distal interphalangeal joint — ulnar
15 | Digit 4 mid-point of second crease | 35 | Digit 5 proximal interphalangeal joint — radial
16 | Digit 4 mid-point of first crease 36 | Digit 5 proximal interphalangeal joint — ulnar
17 | The tip of digit 5 37 | Palm breadth — radial edge
18 | Digit 5 mid-point of third crease 38 |Crotch 2
19 | Digit 5 mid-point of second crease | 39 |Crotch 3
20 | Digit 5 mid-point of first crease 40 |Crotch 4




HTM 7l|'&: Hand Landmark (2/3)

No. Name

41 | Palm breadth — ulnar edge

42 | Proximal transverse palm crease - ulnar

43 | Digit 2 distal transverse crease (DTC)

44 | Digit 3 distal transverse crease (DTC)

45 | Digit 4 distal transverse crease (DTC)

46 |Digit 5 proximal transverse crease (PTC)

47 | Proximal transverse palm crease - radial
48 |Digit 2 mid-metacarpal (MMC)

(
49 | Digit 3 mid-metacarpal (MMC)
(
(

Bd of the

DTC pdint ¢ iz ol 51 |Digit 5 mid-metacarpal (MMC)

base 52 |Base of the first metacarpal

50 |[Digit 4 mid-metacarpal (MMC)

53 |Ulnar edge of the distal wrist crease

54 |Radial edge of the distal wrist crease

55 |Digit 1 distal wrist crease

56 |Digit 5 distal wrist crease

57 |Digit 4 distal wrist crease

58 |Digit 3 distal wrist crease

59 |Digit 2 distal wrist crease

ﬂﬂﬁggﬁlﬂ} 28 {7 Technology Lab 4




HTM 7l|'&: Hand Landmark (3/3)

O &8 229 =12 landmark 167§ M4

= EusdR
VLY dzg3ss

29

No. Name

60 |[Digit 1 distal phalangeal joint - dorsal

61 |Digit 1 proximal phalangeal joint — dorsal
62 |Digit 1 metacarpal joint - dorsal

63 |Digit 2 distal phalangeal joint — dorsal

64 |Digit 2 proximal phalangeal joint — dorsal
65 |Digit 2 metacarpal joint — dorsal

66 |Digit 3 distal phalangeal joint — dorsal

67 |Digit 3 proximal phalangeal joint — dorsal
68 |Digit 3 metacarpal joint — dorsal

69 |[Digit 4 distal phalangeal joint — dorsal

70 |Digit 4 proximal phalangeal joint — dorsal
71 |Digit 4 metacarpal joint — dorsal

72 | Digit 5 distal phalangeal joint — dorsal

73 |Digit 5 proximal phalangeal joint — dorsal
74 | Digit 5 metacarpal joint — dorsal

75 | Wrist (origin)

e,

Ergonomic Design
Technology Lab




HTM 7'&: Segmentation
Q Hand landmarkE 7|&=2 =2 £712F 8 & 22| Z 167X EY 2 = mesh =2

Hand mesh separation 0| Hand mesh separation % weight X2 0f

=

-—

% EUENEEE E ic Desi
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HTM 712 Z3}

CoR estimation Z1} Hand region segmentation Hand bond & joint CoR

52.06| -12.32| 834 ' echC

29.43| -12.17 17.01 - Ref, Paint 102

Coordinates
Digits | Joint
X Y z
Tip -4.15 -6.10| -98.16
DIP -1.85 -9.36| -76.81
Digit 2
PIP 0.45| -13.83| -52.38
MCP 0.67| -29.17| -10.23
Tip -23.77 -4.15 | -105.64
DIP -22.06 -9.28 | -82.88
Digit 3
PIP -20.78| -16.39| -55.17
MCP -19.68 | -25.48 -6.63
Tip -43.83 -4.55| -93.14
DIP -42.38 -8.59| -70.29
Digit 4
PIP -40.14| -12.90| -43.96
MCP -35.41| -18.21 0.80
Tip -68.04 -2.59| -65.44
DIP -65.42 -6.25| -44.81
Digit 5
PIP -60.51| -10.26| -26.71
MCP
Tip 31.47 -6.79| -41.49
IP 31.65| -11.61| -16.29
Digit 1
MCP
CMC 12.24| -16.70| 48.18
Wrist -20.47| -17.32| 70.64

Vertex: 19,755

Face: 39,408

EELE] 31 ) Technotogy Lab




HTM 7|2 Z1}
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HTM Application: Template Registration (1/3)

0 EZ XA (standing posture)Z =X =l 3D body scan0fl Template ModelS & &

0 Template registration &2 7|Z 3D scan A| 2 50| 0] 2 e H 59| missing
partOf| CH3L0| 7| = QIX| databaseE 0| 8%t HZ Al 8%

Human Body Template Model2 0| 8%t H4 HZ 0

Template Target Registered template Processed target

TYUTIIG

sign
‘ Tech rlulﬂml' Lab




HTM Application: Template Registration (2/3)

O Template2| vertex i2f target scan2| vertex j2| mapping %! transform &X||

O Mapping A| CC algorithm &-& | transform A| affine transformation =&

Template Target scan

Transformation

.0
.Q
.

Calculation of

Finding . Appling affine
. scale, rotation, .
correspondence Segmentation ) transformation
. translation .
(CC algorithm) matrix

(face normal)

= Data term (vertex coordination)
= Smoothness term (similar affine transformation to vertex which belongs to the same face
= Landmark term (distance among the landmarks of Template & Target scan

sy Ergonomic Design
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Template Registration (IBV, Spain): Video

Posing of Template = Pre-processing of Body Scan = Fitting of Template to Body Scan

X Source: Euro fit project, IBV, Spain







Template Registration (Hao Li): Video

Q =[Z20f 7HE &
registration ‘d
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HTM Application: Posture Control

O 3D scan 7|= AtM|(standing, neutra)Z 5™ =l 7| & 3K QMY HO|HE
CIFSE XM 2 XEM| HA 7tHs

O 578 ZtMl(e.g., M= A& AtM| )22 HE = M| A= S0 28 7ts

7|& XM scan data E™ XM 8 scandata £ XM 2 3d data H St
= é%éﬁ%%éR data, Size Korea 3D data) .
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HTM Application: Posture Control & 0| (implicit Skinning)

0 =& XtM|2| hand templatedl implicit skinning B M 23510 XfH AR 2 HEHO
HMEE &M =&

A B 3 D E F G H [ J K L M N o P Q R

1 [Bo1 le02 803 B04 805 806 807 B08 B09 810 811 812 813 B14 815 816 B17 818

2 0 0 0 010843 0.890894 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0084782 0914681 0 0 0 0 [} 0 0 0 0 0 0 0 0
4 0 0 0 0196993 0.801702 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0722384 0.269977 0 0 [} 3 [} 0 0 0 0 0 0 0 0
6 0 0057907 0731907 0.176847 0 0008072 0 0 0 4 0 0 0 0 0 0 0 0
7 0 0 0211347 0787342 0 0 0 0 0 [} [ [ 0 0 0 0 0
8 0 0 0 0823375 0.165023 0 0 0 0 0 4 0 0 [ 0 0 0 0
9 0 0880217 0.070066 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0
10 0 082639 0 0 0 0095995 0 0 0016578 0 0 0 0 0 0 0 0 0
1 0 0864012 0 0 0 0032736 0 0 0016931 0 0 0019149 0 0 0 0 0 0
12 0 0841049 0 0 0 0 0 0 0 0 0 0033861 0 0 009145 0 0 0
13 0 0 0 0 0 0 040074 0.594672 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0807075 0.179067 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0887548 0.107986 0 0 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0807793 0.186725 0 [} [} 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0618889 0378106 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0146477 0852736 0 0 0 0 0 0 0
19 0 0500819 0 0 0 0339226 0 0 0142091 0 0 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0 0 0 0 0 0105464 0878444 0 0 0 0 0
21 [ 0 0 0 0 0 0 0 0 0 0 095064 0041161 [ 0 0 0 0
22 0 0009079 0 0 0 0 0 0 0 0 0 0894658 0 0 0039807 0 0 0
23 0 0 0 0 0 0 0 0 0 0 0 0321645 0673262 0 0 0 0 0

# Blender script to export the sKil
import bpy

vertices = hw data. obje::t!["l\and"] data vertices
'group_names = [g.name for g in bpy.data. ob:leezts{“hana‘] vertex_groups|
bones_count = len(group names)

ning weights in csv.

file = qpen( ‘zc weights 1.csv", "w")
[} for name in group_names])
file.write{str + "\n")

for v in vertioe_s.




HTM Application: Automatic Anthropometry

Q HTM &0l 7| =0 2|l landmarkO0f| 2|50 Q1M £2|2] H(e.g., =&, HE 5)
X X|(e.g., 20|, 4 x, S Z0| 5)FF

0 Template matching A| template model & 2| landmark, joint CoR, skeleton2]
X = e FE |0 HHE HBTM &2 landmarkE 853510 X522 K|,
o U X 24

Template ModelS 0| &8¢t QX X| 57
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HTM Application: Pressure Estimation

X1I% f% X LA REM[ 2 A 2l HTMI K Z2te] B 772l 2d5 18

a 11|E°| =/ data & & 22| 24 data library =% 3 8%t @4 & 2 (finite

element human hand model) 7§ o H

et 24 21N 22 (Hand Model) 7H'E Of| Al Pressure estimation 0f| A|

James et al. (2012) Harih and Tada (2016) Harih et al. (2017)
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HTM Application: Product Design

0 Template model2| X|+= U 4 HEHE HE EAH 2 XH(design dimension) 2}
HSSHH AFERLL| QK| 27| & S S84 AN 2EHCR

a8 st

¢t
0z
=2
M
p L
b
ogt
|

AN A 7| X5 MNF 24 24 A HE of

Handle f:urvature Handle length

(1) M= 24 =8 BH=(variable) ‘32|

Handle width

Middle phalanges |

(2) Template model2| 914 H==(variable) & 2]

Proximal phalanges |

Distal

phalanges /@ Metacarpals

| Middle phalanges |

| P i ol | 7 K|
\_/ w3} \ 4 s}
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Discussion (1/3)

|3 Human Body & Hand Template Model& Z Aot

re
-1
rr
Mo
rot
T
>
i
Ofm
o

U

e v v v W& T
ro
2t
>+

O
oH =

=1

> hole bod

=

template 2| face template, hand template 7 &

<

Whole body template Face template Hand template

foh ZeBuyuee C A
W Stigana 42 ol g




Discussion (2/3)

O Hand template model 3! Q|4 7|=2 710 AhEtE HFHOE Q0=
dynamic scan data 7|4t wearable handle H|Z ZA A| 23X Z &8 75
> Mz K= 3 ol HE
> Exoskeleton 3! hand robot interface

> TE7| joystickdt 22 S&5H HEH | customized handle M|& A A

O H|ZE of Exoskeleton 7H'& O Customized handle design 0f|
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Discussion (3/3)

0 7HE =l deformable human body template model= 7|2t2 £ 3D registration 7| =,
XM 1 7|=3 H850] CHYst ME AFEXIMoA{e] oI 4o =5 U &M

oS

d Virtual fitting, FEM

=
T'__

A 7= X parametric design 7| =

/80| stEE =X H|

WA M YHE 7S

oo =2

Phase 2: 21| A& &M 7= 71 Phase 3: Z|& 44|

N1 ( N\ (F O\ 11~ D1

Human Body I Template Posture L Pressure I

Template Model I Registration Change | | Estimation I

Point cloud | Rough initial Skinning 1! FEM £ |

: | registration 1! I
Triangle mesh Deformation I

I L 2 i I

Joint CoRs ' Scale adjustment Pose control | I :

Skeleton & link # . E », ~ - ’ - . I

Landmarks . i Feature w I [ Parametric 111

— | Pose adjustment Extraction : I Design |

ody segments

Y589 ! ¥ s =8 ||| [ pazse |||}

Deformation I Fine fitting e L H= A7 ;

characteristics I (Non-rigid ICP) KMl 24 | 1 I

I 1! i

J 1 J G /)1 : - “ 1




Q&A

—
4
—
—

BAE FHA AAE UG ©

IF AT SHAT
=]

ML
re
-
rr
ot

Xt K| A (NRF-2018R1A2A2A05023299) 9]
Of

A
THE[AS LT,

edt.postech.ac.kr
niceterran36(@postech.ac . kr
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Template Registration =

Author(s) Source / Institute

1 2017 |Pishchulin et al. Building statistical shape spaces for 3D human modeling Pattern Recognition / MPII A
2 2003 | Allen et al. The space of I_wuman body shapes - reconstruction and ACM '_I'ransact|c_>ns on Graphics / A

parameterization from range scans Washington University
3 2005 |Angulove et al. SCAPE: Shape Completion and Animation of People /:/Igll\/l_'ll;r;nsacnons ol (ErEpites A
4 2005 |Allen Learning body shape models from real-world data Ili)ﬂll:s)ls(_ar;astlon GiftiEehngem L | A
5 2014 |Rodola et al. Robust Region Detection via Consensus Segmentation of Com_puter Graphics Forum / TU A

Deformable Shapes Munich

. . . . . ACM Transactions on Graphics / A
6 2011 |Jacopson et al. Bounded Biharmonic Weights for Real-Time Deformation ETH Zurich IGL o
7 2008 |Lietal Global Correspondence Optimization for Non-Rigid Eurographics Symposium on A
' Registration of Depth Scans Geometry Processing / Hao Li e

IEEE Transactions on Pattern
Myronenko and

8 2010 Point Set Registration: Coherent Point Drift Analysis and Machine Intelligence Ab
song / OHSU
Embodied Hands: Modeling and Capturing Hands and ACM Transactions on Graphic / A
9 | 2017 |Romeroetal Bodies Together MPI - PS =
10 2005 |Anguelov et al. The_CorrgIated Corrfas_pondence Algorithm for Unsupervised Advance_s in Neural Information A
Registration of Nonrigid Surfaces Processing Systems
11 2004 |Sumner and Popovic | Deformation Transfer for Triangle Meshes ACM Transactions on Graphic Ak
12 2014 |Bonarrigo et al. Deformable registration using patch-wise shape matching Graphical Models / Hao Li A




Hand Template Model (HTM) 71

Q " 37|(50t%ile)2| 3D human model= 7}S 53 test template model 7%

Original image (CAESAR data) Template (test model)

* Hole filling
* Smoothing
* Symmetrizing

v R .
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State of the Art Hand Model: Z Al dit

0 &4 site: www.google.co.kr
eyword: (“3D” or “digital”’) and (“hand model”) and (“ergonomic”)

O dA4 A1} Dhaiba (Digital Human Aided Basic Assessment system) model (Kouchi,

AH
AL

O
oY
~

Digital hand to assist design of products Dhaiba model

Dhai b F nctional Human Modl s to Represent Variation of Shape, | Technical paper |
Motio dS h] ctive Assessment

#WANC‘ED II"DUS‘IIIMI. SCIENCE
AND TECHNOLOGY (AIST), JAPAN

TAIST | }

o
<)
| 1 \
g2 ‘L ] -
' A . N Middle f,
o ‘f % v Index f, Ring f,
A - @ 6DOF Joint
_ o Q ) A @ 3 DOF Joint
N 3 :{ ‘ O 1DOF Joint Pinky f;
4 i B,
as o | 22 j/‘ Thumb f;
: -
A 1 /
3 | 8 P
-3 2 1 oo R
,}} Faclor1
.

. zaz http://www.dh.aist.go.jp/research/centered/digi http://papers.sae.org/2006-01-2345/
‘ . mic Design
¥ 41 talhand/index.php.en {__,,JTecnnulum Lab
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http://www.dh.aist.go.jp/research/centered/digitalhand/index.php.en

State of the Art Hand Model: Dhaiba Model (2006)

O Dhaiba is a visualization software platform (VirTools®) supports the design of
human-compatible products

O Dhaiba integrates
» Human motions with strategy differences

» Subjective assessment of usability

[ Dhaiba model can be implemented to link structure model, surface skin model

Middle f,

Index f) Ring f,

@ 6 DOF Joint
@ 3 DOF Joint
QO 1 DOF Joint Pinky f

Forearm

,;-:;c,:, -4 TE 3 1A @)

u i

= e i ersaa g

P gapecie Pl O Technology Lab




Further Researches Based on Dhaiba Model (Endo et al., 2007)

d Virtual Grasping Assessment Using 3D Digital Hand Model (Endo et al., 2007)
O Dhaiba Model based grip analysis (posture, grip point, hand shape, etc.) system

(I) Digital Hand Product Model for Information A ppliance
Model 3D Mesh Model Ul Operation Task Model

:ff(/ ,,? Q)

Generation of Grasp Posture

Evaluation of Grasp Posture

Ul Operation
* Grasp Stability Ease of Finger
* Ease of Grasping Operation Motion My
Path fesign
Ergonomics Assessment

Figure 2_ The overview of our proposed automatic ergonomic assessment system

G
.#‘q; g1l | s Ergonomic Design
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Further Researches Based on Dhaiba Model (Endo et al., 2007)

O Analyzing natural grasping motion using developed algorithm

O Surface skin deformation, natural grasping motion part was added to Dhaiba Model

Original Dhaiba Model Developed Algorithm’s Flow
. Sampled
Middle f; . jointrotation angles
Index f, Ring f,
@ & DOF Joimt B y Joint rotation angles
@ 3 DOF Jomt
3 1 DOF Joint DIF P]'.llli".'f MNatural Grasping
F o Mofion Sequencer Lengths oflinks
- % Link posture
. Surface skin model
Thumh fi Initial link posture - I':ll:::tmc‘l'ure in imitial hand posture
A _ __| Generation l
I/'- lﬁualp-nint
IP L T Surface Skin
N ) Model E—
— Inverse _§ kli::err::hl'i;ﬁ Deformation | Deformed
Kinematics surface skin
Joint rotation angles [ model
T Mesh deformation algorithm

CCD method

e ZTagsta 1 E ic Desi
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Further Researches Based on Dhaiba Model (Endo et al., 2007)

=

O Natural grasping procedures
» Input initial information and goal points to generate precise hand grip as parameters

» Optimal hand grip posture was generated to maximize number of contact points

-1
Fue =114}

Horain = Efz*frf-}

*

Digital Hand Model

G 4

S

-
.
™
]

™

*
"..‘i /
i

Maximizingthe num.of Correcting finger P
contact points posture Vactive

vpnin
Product Model

Fi 6. The selection of the contact point candidates
Figure 5. The algorithm to generate the grasp posture s G . -

=y, EUZasta e o
Y sieizieiz e} Tothnology Lab




Recent Research: AIST

O Fast Grasp Planning for Hand/Arm Systems Based on Convex Model(Harada K. et al., 2008)

O Ananalysis of hand measurements for digital hand models (Kasai S. et al., 2003
XVth Triennial Congress, International Ergonomics Association (IEA2003), 2003

2008 IEEE International Conference on
Robotics and Automation
Pasadena, CA, USA, May 19.23, 2008

Fast Grasp Planning for Hand/Arm Systems
Based on Convex Model

Kensuke Harada, Kenji Kaneko, and Fumio Kanehiro

Abstract—This paper discusses the grasp planning of @
multifingered ched at the tip of a robotic arm. By using
the convex models and the new appro
fri e, our proposed algorithm
n the reasonable time. For

imation method of "K

each grasping style
search, we define the grasping rectangular comvex
(GRO). W also deine the object comves polygor (OCP) for the
grasped object. By considering the ged elashionshi
among lhw\ convex models, we de
needed to define the final grasping config
the contact point position satisfying d
e two Appm
the

by using the
Additionally,
‘lppm\lmmll(ln by using the convex polyhedral cone is used
the age of the planning, The eff

method i confrmed by some num

al examples.

1. INTRODUCTION

A multi-fingered hand has the potential possibility to grasp
several objects different shape. However, the grasp
planning of a multi-fingered hand often becomes difficult due
to its complexity. Tn many cases, since a hand/arm system has
more than 20 dof, we have to plan the grasping motion in the

i s the following
although there are plenty of possible grasping
styles[18]. we have to select a feasible one according to the
required task. Then, we have to determine the contact point
position on both the fingers and the grasped object. The
contact point position has to be determined so that the finger
can grasp the object without dropping it within the limit of
the actuator power. Finally, we have to plan the motion of
the hand/arm system from the initial configuration to the final
one with avoiding unnecessary collision among the fingers
and the environment.

Now, let us consider some typical cases where the grasp
planning is needed. The first example is the humanoid robot
having a multi-fingered hand as shown in Fig.l. When a
humanoid robot grasps an object, the humanoid robot will
first measures the position/orientation of the object by using
the vision sensor attached at the head. Then, based on
this information, the grasp planner plans the motion of the
system to realize the final grasping posture. Once
the planning finishes, the multi-fingered hand will pick up
the objeet by grasping it. We can also consider the pick-
and-place task in a manufacturing factory. In this case,
several objects randomly placed on the belt conveyer will be

The authors are with Humanoid Research Group, Intelligent Systems
Research Insitate, National Institule of Advanced Industrial Science and
Technology (AIST). Japan ke nsike.

delivered to the industrial robot manipulator. By measuring
the position/orientation of the objects, the robot will plan the
pick-and-place motion of the object. For both of the above

le. Thus, as for the grasp planning, a heuristic but fast
algorithm will be preferred rather than a precise but time-
consuming algorithm[2]

In this paper, we propose a fast grasp planning algorithm
for hand/arm systems. Our proposed algorithm can calculate
the grasping motion within the reasonable time simultane-
ously satisfying several conditions for the grasp system such
as the feasible grasping style, the friction cone constraint,
the maximum contact force, the inverse kinematics of the
arm and the fingers, and the collision among the fingers etc.
The contribution of this paper is as follows; Our proposed
algorithm first assumes the convex models for both the
abject and the grasping region of the hand. By considering
the geometrical relashionship between two models, we can
determine several parameters needed to plan the grasp con-
figuration. This is just like the problem of checking whether
a block can be put into a box or not. Then, we determine the
contact point position between the fingertip and the object.
These points are determined so that the force closure can be
satisfied. However, so as to reduce the calculation time, we
propose two methods for testing the force closure. The first
method is mainly used where it approximates the friction
cone by using ellipsoid. This is a rough approximation but
can quickly estimate the force closure. Additionally, we use
more precise approximation by using the convex polyhedral
cone. Furthermore, to determine the contact point position,
we use the random sampling approach. The random sampling
contributes to save the calculation time since we do not
need to analytically obtain the region of the contact point

Boundary Family of Computer Manikins

This is a method to calculate body dimensions of representative forms for computer manikins by Bitiner et al. (1986). Body dimensions are
correlated with each other. By applying factor analysis, the information carried by the body dimensions is then summarized into 2 uncorrelated
factors. By drawing a distribution map of subjects based on the abtained scores of the first 2 factors, a probability ellipsoid is defined in which 95%
of the subjects will fall. The center of the distribution is the mean (#9). From the formula of the probability ellipsoid and the formulae of the X-axis
(Y=0), the Y-axis (X=0), and Y=+X, we calculate the factor scores of the shapes which are at the intersecting points of the ellipsoid and the 2 factor
axes (#1, #5, #3, #7), of the shapes at the intersecting points of the ellipsoid and Y=£X (#2, #4, #6, #8).

Factor 2

Shape Measurement of Hands

By using traditional methods, 25 dimensions were measured for 35 males and 22 females. On the assumption of a link structure, shown in the
example drawing to the right, the dimensions to estimate the lengths of phalangeal joint links were measured. Factor analysis was conducted using
a total of 39 measurement items.

978-1-4244-1647-9/08/$25.00 ©2008 IEEE. 1162 Topa
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Recent Research: AIST

(] AIST Reference site

> http://www.aist.go.jp/aist e/aist google search e.html?cx=004983608496508821980:avdsyoeo0bu&co
f=FORID%3A10&ie=UTF-8&g=hand

http://www.dh.aist.go.jp/en/research/centered/dhand-link2/

https://unit.aist.qgo.jp/hiri/en/topics/06.html

>
> http://www.dh.aist.qgo.jp/en/research/centered/dhand-link1/
>
>

http://www.dh.aist.go.jp/en/research/centered/digitalhand/
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Literature 2 4H: Research Group &M

3 Human body model, 3D scan technique = 0F2| =8 research group= Lo}l
Ol HE 23 XA S 29 1 oY

QO =8 A+ group list

» Max Planck Institute for Perceiving Systems, Germany

_ _ benchmarking CH &

Advanced Industrial Science and Technology, Japan

Max Planck Institute for Informatics, Germany

Hao Li @ University of Southern California, USA 3D registration benchmarking tH#&

Instituto de Biomechania de Valencia, Spain

>
>
>
>
>
>

e

MPIl Human Shape

Anthropometry Research Group.
Institute of Bi

of Biomechanics

B 281} — e ot




Perceiving Systems Lab (Max Planck Institute)

O Template model 7|t body shape, body deformation &4 31 M= group
Q Full body model H hand, foot & CF¥ ot Q1K £2| template B+ =& &
O Link: https://ps.is.tuebingen.mpg.de/

Janck Institute for Intelig n } "'E.";g 3 1‘. __, ;-‘ Embodied Hands: Modeling and Capturing Hands and Bodies Together (4

Peroelvmg Systems

[ Romere, J., Tzionas, D.. Black M. J
zﬁ.ﬂ' _{ i ? ACM Transactions on Graphics, (Proc. SIGGRAPH Asia), 36(6):245:1-245:17, 245:1-245:17, ACM,

Perceiving Systems « Research ~ Publications Code/Data People News & Events « Facilities « Career - About Contact I \ } \ November 2017 (article)

Abstract @

website || & youtube | [Bpaper | [Bsuppl || Qvideo | (Llink (url) | DOl | [ Project Page | [BibTex]
% Share

Capturing Hamd-Object Interaction and Reconstruction of Manipulated Objects (&
Perceiving Systems Department

Tzionas O

We seek mathematical and computational models that formalize the principles of vision.

University of Bonn, 2017 (phdthesis)

Light, reflected from surfaces, arriving the imaging plane of a camera, must be Abstract ©
interpreted to be useful to a perceiving system. This interpretation is a process e

of inference from ambiguous and incomplete measurements using experience

and knowledge. The Perceiving Systems Department is focused on uncovering

the mathematical and computational principles underlying this process. This (3 Thesis || (£ link (url) | " Project Page | [BibTex] =2 Share
means understanding the statistics of the world (ts shape, motion, material
properties, etc.), modeling the imaging process (including optical blur, motion
blur. noise, discretization), and devising algorithms to convert light
measurements into information about the 30 structure and motion of the world

Capturing Hands in Action using Discriminative Salient Points and Physics Simulation &'

[\Aifhgel Black Tzionas, D., Ballan, L., Srikantha, A., Aponte, P., Pollefeys, M., Gall, J.

& Melanie Feldhofer (Personal Assistant)
. +49 7071601 1800
£ melanis feldhofer@tuebingen. mpg.de

International Journal of Computer Wision (IJCV), 118(2):172-193, June 2016 (article)

Abstract ©

[(AWebsite || [Spdf | [£link {url) A DOl | (£ Project Page | [BibTex] | =3 Share

Mation capture lab

T Ballester et al. (2014) o
T Feix et al. (2016) ','
'@ Romero et al. (2017)

@ Tzionas (2016)_Dissertation
TH Tzionas and Gall (2015)
X Tzionas et al. (2013)

FH Tzionas et al. (2014)

NEL R L = .
| Tzionas et al. (2018) d Ergonomic Design
) Aletge st}
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The GRASP Taxonomy of Human Grasp Types ('

Feix. T., Romero, J.. Schmiedmayer, H., Dollar, A., Kragic, D
10 Trpat 31 hndpd 12 Preciicn

Human-Machine Systems, IEEE Transactions on, 46(1):66-77, 2016 (article)

O3 publisher website | [ pdf | DOl | [BibTex] =3 Share
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AIST (Advanced Industrial Science and Technology)

O AIST Digital Human Research Group (DHRG)0|| A hand template model & design
3& a7 ¢

o o

O Link: http://www.dh.aist.go.ip/en/

G AIST vumon otormatos Rosemsh nsiats o
. - , o gt
Digital Human Research Group () sitemap () APANESE £
News about DHRC Research Members Achievement Activity Contact
Trajectory of!
Top > About DHRC e marker myy
m A °~'
aboutDHRC

Message from the Director

Recru o 4

Message from the Director

(1278,

Posture of !
base frame fir: s o
fi Fa
p = Forearm{®) rame jF
ﬁ Masaaki Mochimaru Figure 1. Link structure model and surface model of Dhai- Figure 4. Estimation of joint coordinate system.
§ baHand.
% Director
‘ /"/ Digital Human Research Center
Goal

The human element is important to almast all industrial systems and products since this element is the targeted benefactor for which they are
designed to serve andlor is the critical component whose function determiines their performance. For example. a car is for transporting people, and
is conlrolled, mosly, by & driver. Yet, the human slement s the least undersiood within a system. For ariificially designed and produced

. advanced and ized models have been developed to relate their shape, composition, and functions. In contrast
models of how the highly individual and sophisticated human functions and hehaves are almost nonexistent. In this sense, the human is the
“weakest link” in the system &

The geal of Digital Human Research Center is to close this gap. We are developing computatienal models of the human element, realization of
human functions within a computer, with which we can describe, analyze, simulate, and predict human functions and behaviors. Such models are
useful for designing and operating systems that interact with humans, so that the sysiems are more individualized, easier o use, and more
harmonious with humans.

The Three Modeling Axes of a Digital Human

A human exhibits many functions. We classify them into three axes. The first axis is the physio-anatomical function. As a living entity. the human
body regulates and controls various parts, organs, and circulatory systems. The physio-anatomical model of human will model the shapes, material
properties and their to internal and external stimulations. For the Second axis, a human can be regarded as
& motion-mechanical machine. A human can walk, run, move, and i objects. The moti model will include kinematic,
dynamic, and behavioral analysis of human motion. Finally, for the third axis, a human feels, thinks, acts, and interacts. The psycho-cognitive
maodeling of a human will deal with a human's psychological and cognitive behaviors as they interact with events, other people, and environments

Naturally, these three modeling axes are not independent The total digital human will be integration of all of them. We are not necessarily irying to
study how humans are built and function at the lowest, natural elements, such as cells, neurons, genes, and proteins. Gur main emphasis is the
functions themselves: what they are, when they occur, and how they interact

Three Capabilities of a Digital Human

The computational models may describe human functions, but two additional capabilities are necessary for the study and application of the digital
human. First, we need to observe humans precisely, in situ (real environments). and, preferably, in a non-intrusive manner. This includes
physiological measurement, motion capture, shape measurement, facial expression analysis, and action inference. In application systems that use
the digital human medels, such observation technologies provide the input to drive the computational model. When a virtual human interacts with a
real human, it must be able to understand the gestures and facial expressions of a real human to properly determine output. In turn, the output of
the digital human medel must then be presented to the real environment by means of audio, visual, haptic or physical-motion display. These
“presentation technologies” range from 30 audio to 3D graphic techniques and from hapic devices to humanoid constructs. The modeling,

and are three of a digital human

The scope of Digital Human Research Center, therefore, can be summarized in a matrix of the three axes of human functions and the three (e)

capabilities of a digital human.
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O Link: http://humanshape.mpi-inf.mpqg.de/
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Overview Download Examples Contact Publications

Introduction

MPII Human Shape is a family of expressive 3D human body shape models and tools for human shape space building, manipulation and evaluation. Human shape spaces are based on the widely used statistical body representation and learned from the CAESAR dataset, the largest
commercially available scan database to date. As preprocessing several thousand scans for learning the models is a challenge in itself, we contribute by developing robust best practice solutions for scan alignment that quantitatively lead to the best learned models. We make the models
as well as the tools publicly available. Extensive evaluation shows improved accuracy and generality of our new models, as well as superior performance for human body reconstruction from sparse input data.
Citing this work
@article(pishchulinpr,
author = {Leonid Pishchulin and Stefanic Huhrer and Thonas Helten and Christian Theobalt and Bernt Schiele}
title = {Building Statistical Shape Spaces for 3D Human Modeling},
Journal = {Pattern Recognition},

year = {2017}

Download

MPII Human Shape, Version 1.0
Copyright 2015 Max Planck Institute for Informatics
Licensed under the Simplified BSD License [see bsd.tx]

We are making shape spaces, fitted scans and code freely available for non-commercial and educational purposes only.

Statistical human shape spaces learned from the meshes fitted to the pre-processed CAESAR body scans:

© CAESAR (611 MB)

© CAESAR + WSX (611 MB)

@ CAESAR + NH (578 MB)

WSX and NH denote additional posture normalization of the pre-processed scans using the methods of Wuhrer et al. and Neophytou & Hilton, respectively.

CAESAR-fitted meshes used for learning statistical human shape spaces:
@ CAESAR fitted meshes (607 MB)

@ CAESAR + WSX fitted meshes (364 MB)

® CAESAR + NH fitted meshes (363 MB)

Source code (GitHub) for data pre-processing, 3D human shape modeling, fitting and evaluation.

Examples

Below we visualize the first 10 PCA components of the learned human shape spaces. Components correspond to extreme shape variations in each dimension.
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